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Those harms can run afoul of Title IX’s protections. As noted above, Title IX prohibits any person in the
United States from being “excluded from participation in,” “denied the benefits of,” or “subjected to
discrimination under any education program or activity receiving Federal financial assistance” on “the
basis of sex.”? Disproportionately flagging LGBT students’ messages and documents for review, creating
unnecessary barriers to accessing exams and educational resources, or increasing interactions with

disciplinary systems all threaten to exclude LGBT students from the benefits of their education
programs.

Given these harms, ED should begin to address the impact of algorithmic systems in its efforts to
protect LGBT students from discrimination along two dimensions:
e Efforts to address algorithmic bias should be rooted in research and factfinding. Because

algorithmic systems are used extensively throughout education and often provide benefits for
students and families, it is important that ED understand which algorithmic systems have had
disparate impacts on LGBT students. Thus, research and factfinding will be essential
components of ED’s efforts. ED’s Office of Educational Technology leads research and guidance
on the impact of artificial intelligence on teaching and learning, which may support ED’s efforts
to bolster protections under Title IX.

Based on its research and factfinding, ED should provide resources for schools, create guidance,
and/or engage in rulemaking to help detect, mitigate, and avoid algorithmic bias on LGBT
students and other marginalized groups and avoid the potentially discriminatory effects of
algorithmic systems. Because algorithmic systems are essential tools throughout education, it is
important that the scope of the guidance or rules — if any — is appropriately tailored to the

harms algorithmic systems pose.
CDT supports ED’s efforts to protect the rights of students based on their gender identity or sexual
orientation. We urge ED to adopt measures to protect student privacy, prevent discrimination, and

ensure responsible, ethical data practices as an integral part of those efforts.

Sincerely,

Elizabeth Laird
Director, Equity in Civic Technology

Cody Venzke
Policy Counsel, Equity in Civic Technology
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